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About REALTECH 1/2

REALTECH ConsultingREALTECH Software
Á SAP Mobile
Á Cloud Computing
Á SAP HANA
Á SAP Solution Manager
Á IT Technology
Á Virtualization
Á IT Infrastructure

Á Business Service Management
Á Service Operations Management
Á Configuration Management and CMDB
Á IT Infrastructure Management
Á Change Management for SAP
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About REALTECH 2/2
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Our Customers

REALTECH 
Consulting GmbH

MediaIT services UtilitiesManufacturing Healthcare

RetailLogistics
Consumer 
products

Automotive Finance



7

Table of Content

ÅAbout REALTECH

ÅAbout this session

ÅDesign principles

ÅDifferent layers which need to be considered



8

The Inspiration for this Session

ÅSeveral performance workshops at customers

ÅPerformance escalations at customer who migrated 

from UNIX (AIX, Solaris, HP-UX) to Linux

ÅPresenting the experiences made at these customers 

in this session 

ÅPreventing the audience from performance 

degradation caused from:

ïSignificant design mistakes 

ïWrong architecture assumptions

ïHaving no architecture at all
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Performance Optimization
The False Estimation

Upgrading server with CPUs that are 12.5% faster does 

not improve application performance of 12.5%

ÅIdentify the layer where you lose your performance

ïi.e. Server ratio of overall response time is on 37% from 500ms 

which is 185ms

ï No additional parallelization necessary, because transactions are not 

waiting for CPU cycles

ï Also wait time in SAN and network layer

ï CPU exchange from CPUs with 3.2GHz to CPUs with 3.6GHz clock speed

ï CPU performance improvement of 12.5%

ï Transaction improvement of 23.13ms now 476.87ms

ÅĄ Improvement of 4.63% and not 12.5%
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Clarification
What is a High End Enterprise Application?

ÅThe (high) end of an application is defined by the 

smallest entity which can not be sliced and scaled out

ÅAn enterprise application is defined by its importance 

for the company's ongoing operation and therefore the 

companyôs revenue

ïWeb shop and its related backend systems of an online 

retailer

ïSupply Chain Management system from an automotive 

supplier
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What this Session Covers and What Not

ÅFrameworks for running Linux not be covered

ïI.e. SUSE Cloud, vSphere cluster

ïEvaluating a Framework is part of a Proof of Concept

ÅTechnical components which are needed for design 

principles will be covered

ïKVM

ïXEN

ïFile system layouts and file systems itself

ïStorage architectures

ïMemory configuration

ïNetwork throughput optimization
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Design Principles in Theory

ÅSlice and dice your system into appropriate layers

ÅDo a proper architecture for every layer and make 

sure you can reuse it

ÅBring the layers together

ÅThe design principles that work well for a High End 

Enterprise Application will also work for a Web Server

ÅThe design principles that work well for a Web Server 

will not necessarily work well for a High End 

Enterprise Application
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Considerations in Core Design
Illustrated using the IO Scheduler as Example

ÅPeak IOPS needed and how to ensure that we can get 

them, without to much administrative overhead in file 

system layout

ÅAvoid ñhot spotsò

ÅIllustration: IO schedulers and their impact on IO 

performance

ïCFQ scheduler vs NOOP scheduler

ÅArchitecture examples:

ïLinux Server running on VMware

ïLinux Server running in Amazon EC2

ïLinux Server running on bare metal
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DATA
(lvol)

VG3

sdc1 sdc2

sdc3 sdc4

sdd1 sdd2

sdd3 sdd4

sdc sdd

ÅNOOP Scheduler: 

1 IO thread per block 

device

ÅStriping:

sdc1, sdd1, sdc2, sdd2,é

ÅAppropriate disk size to 

reduce administrative effort

ÅBlock device: 

lvol is no block device

ÅStripe size:

Best results with 

physical extent size

ÅUse partitions to 

increase performance

Avoiding Hot Spots
The IO Scheduler Example
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Linux Server Core Design
The Oracle Example
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Storage Layer Core Design
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LUN 3

Partition 1
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sda1
LUN 1

Partition 1

VG2

sdb1
LUN 2

Partition 1

Concept and Visio
by Manuel Padilla
and Holger Zecha

Physical Storage (Array Group 1)

LUN 1

Physical Storage (Array Group 3)Physical Storage (Array Group 2)

LUN 2 LUN 3 LUN 4

FC HBA1 FC HBA2
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VMware Core Design
1st Usage of Storage Layer Core Design












